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Abstract. We establish an explicit formula for the limiting free energy density (log-
partition function divided by the number of vertices) for ferromagnetic Potts models on
uniformly sparse graph sequences converging locally to the d-regular tree for d even, cover-
ing all temperature regimes. This formula coincides with the Bethe free energy functional
evaluated at a suitable fixed point of the belief propagation recursion on the d-regular tree,
the so-called replica symmetric solution. For uniformly random d-regular graphs we further
show that the replica symmetric Bethe formula is an upper bound for the asymptotic free
energy for any model with permissive interactions.

1. Introduction

Let G “ pV,Eq be a finite undirected graph with vertices V and edges E, and X a finite
alphabet of spins. A factor model on G is a probability measure on the space of (spin)
configurations σ P X V of the form

νψGpσq ”
1

ZGpψq

ź

pijqPE

ψpσi, σjq
ź

iPV

ψ̄pσiq, (1)

where ψ is a non-negative symmetric function on X 2, ψ̄ is a positive function on X , and
ZGpψq ” ZG is the normalizing constant, called the partition function (with its logarithm
called the free energy). The pair ψ ” pψ, ψ̄q is called a specification for the factor model (1),
and we assume it to be permissive, meaning there exists σp P X with minσ ψpσ, σ

pq ą 0.
A primary example we consider in this paper is the q-state Potts model on G with inverse

temperature β and magnetic field B, given by specification

ψpσ, σ1q “ eβ1tσ“σ1u, ψ̄pσq “ eB1tσ“1u, X “ rqs ” t1, . . . , qu. (2)

We write νβ,BG for the corresponding measure on rqsV . The model is said to be ferromagnetic
if β ě 0, and anti-ferromagnetic otherwise. The case q “ 2 corresponds to the Ising model.

In this paper we study the asymptotics of the free energy for factor models (1) on graph
sequences Gn “ pVn, Enq converging locally to the d-regular tree Td (d ě 3) in the sense of
Benjamini–Schramm [BS01] (see Defn. 1.1). This class includes in particular any sequence
of d-regular graphs with girth (minimal cycle length) diverging to infinity.
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The study of statistical mechanics on regular trees has a long history going back to
Bethe [Bet35]. While tree graphs do not capture the finite-dimensional structure of ac-
tual physical systems, models on trees are often amenable to exact analysis. Further, it is
often argued that they are a good approximation to models on the lattice Zd for large d or
for long interaction range [Wei48, ATA73, CLR79, Tho86]. According to this expectation,
models on trees provide a flexible and well-defined approach for investigating mean-field
theory (i.e. the behavior of statistical mechanics models in high dimensions).

While this expectation proves to be correct in a number of examples, it has recently become
clear that, in many cases, models on trees fail to capture the “correct” mean-field behavior.
Spin glasses provide an important example of this phenomenon: a fairly natural class of spin
glasses on trees was introduced by Thouless [Tho86] and further characterized by Chayes
et al. [CCST86]. However, the thermodynamic behavior observed there is very different
from the widely accepted mean-field theory of spin glasses, as obtained from analysis of the
Sherrington–Kirkpatrick (sk) model [MPV87, Tal11]. In particular, the low-temperature
phase of the tree models defined in [Tho86] does not exhibit replica symmetry breaking (in
contrast with sk). A similar discrepancy was observed in the case of Anderson localization
by Aizenman–Warzel [AW06].

In the case of spin glasses, Mézard–Parisi [MP01] argued that this difference arises because
of a particular feature of tree graphs: in the subgraph induced by the first ` levels of the
regular tree, the leaves constitute a non-vanishing fraction of the vertices as ` Ñ 8. They
suggested that mean-field theory ought instead to be defined by considering graphs that
are not themselves trees, but “look like regular trees” in the neighborhood of a typical
vertex (which fails for the depth-` subtree of the regular tree) — the canonical example
being the (uniformly) random d-regular graph ensemble. This approach allows to reconcile
discrepancies in several known cases. In particular, spin glasses on random regular graphs
are expected to exhibit replica symmetry breaking with features analogous to the sk model
(see [MP01] and [MM09, Ch. 17]).

Let us also mention that the study of statistical mechanics models on locally tree-like
graphs has attracted renewed interest because of the connection with random combinatorial
problems, such as k-sat and graph coloring. Statistical physicists were indeed able to com-
pute threshold locations for these models by analyzing suitable Gibbs measures on locally
tree-like structures [MPZ02, KMR`07, MM09]. Rigorous verification of these predictions is
an outstanding mathematical challenge.

In this paper we consider the existence and value of the free energy density (asymptotic
free energy per spin)

φ ” lim
nÑ8

φn ” lim
nÑ8

n´1EnrlogZns, Zn ” ZGnpψq, (3)

for Gn a (possibly random) graph sequence converging locally to the regular tree and En
expectation over the law of Gn. For Ising (specification (2) with q “ 2) models in the
ferromagnetic regime, for any graph sequence with uniformly integrable average degree con-
verging locally to a (possibly random) tree, the free energy density (3) exists and depends
only on the local limiting tree [DM10b, DGvdH10, DMS13]. The computation of φ al-
lows to compute various limits of interest with respect to the νGn , as done for example in
[MMS12, DGvdH10]. Proving existence of the free energy density for q ě 2 and general
specification ψ poses several challenges:1

1Existence of (3) for general ψ is equivalent to right convergence of Gn in the language of [BCKL13].
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1. There are examples in which the free energy density (3) depends not only on the local lim-
iting tree but also on the particular graph sequence. For example, in the anti-ferromagnetic
Ising model at sufficiently low temperature (sufficiently negative β), it is not difficult to show
that the free energy per spin on random d-regular graphs is asymptotically lower than on
random bipartite d-regular graphs. As a consequence local weak convergence is not in full
generality a sufficient condition for existence of the limit (3).

2. Statistical physicists have put forth a number of conjectures (corresponding to different
models or regimes) on the free energy density (3) (see e.g. [MPV87, MM09]). This analysis
generally imposes a probability distribution on the graph Gn which is suitable for calcula-
tions, typically the Erdős-Renyi or configuration models. Ensuing rigorous work has also
focused on the same random graph ensembles (see e.g. [Tal11]) rather than understand-
ing which graph sequences in general have a limit (3). In this paper we focus instead on
individual graph sequences.

Characterizing the limit for ensembles of uniformly random graphs is already beyond
current techniques for many factor models (1). Achieving the same goal for general locally
tree-like graph sequences is all the more difficult, and requires to go beyond what is known
from physics methods. A simple example is provided again by the anti-ferromagnetic Ising
model: existence of the limit can be proved by a combinatorial interpolation [BGT10], but
even a heuristic prediction of the value is unavailable.

In contrast, as mentioned above the free energy density for the ferromagnetic Ising model
on locally tree-like graphs exists and can be explicitly computed. Its value is given by the
(replica symmetric) Bethe free energy prediction Φ‹, which is expressed in terms of solutions
of a certain fixed-point equation ((5) and (6) give the prediction in the d-regular setting; for
the general case see [DM10a, DMS13]). The Ising Bethe prediction was proved (for all β ě 0,
B P R) in the case of graphs with Galton–Watson local limiting trees via an interpolation
scheme [DM10b]. In subsequent work [DMS13] a generalized scheme was developed which
extended this result to graphs with general local limiting trees. This method was applied
also to show lim infn φn ě Φ‹ in the ferromagnetic q-Potts model (β ě 0, B ě 0) for all
q ą 2, but could only pin down φ “ Φ‹ in limited regimes of pβ,Bq.

The difficulty of the Potts model (q ą 2) may be understood as follows: by a monotonicity
argument, the local weak limit of Potts measures on Gn is sandwiched between the free and
maximally 1-biased automorphism-invariant Gibbs measures on the local limiting tree. For
q “ 2 these measures coincide for all β ě 0, B ą 0.2 By contrast, for q ą 2 these measures
disagree in certain regimes of pβ,Bq. This corresponds to the appearance of “multiple stable
fixed points” in the recursion (5) as soon as q ą 2, as we demonstrate below in the d-regular
setting (§1.3, Figs. 1 and 2).

In this paper we prove the matching upper bound lim supn φn ď Φ‹, thereby explicitly
determining the free energy density (3), for the Potts model for all q ą 2, β ě 0, and B ě 0,
on graphs converging to regular trees of even degree. Let us mention that where multiple
fixed points arise, the statistical physics folklore prescribes that the fixed point with the
highest Bethe free energy density should be selected. However, in the physics literature this
is justified only via analogy with other models, without providing arguments which apply
to locally tree-like graphs. Our result is the first rigorous verification of this variational
principle in a non-trivial example for locally tree-like graphs.

2In the Ising model, the case B ă 0 is handled by symmetry, and the result follows for B “ 0 by continuity.
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Additionally, we supply a rigorous probabilistic interpretation for this variational principle
in the setting of the uniformly random d-regular graph ensemble. In this ensemble we show
that n´1 log EnrZns (which clearly upper bounds φn “ n´1EnrlogZns) converges exactly
to Φ‹. In fact, the computation of EnrZns can be understood to correspond in a very
precise manner to the folklore prescription of maximizing Bethe free energy over all fixed
points. Validity of the Bethe prediction φ “ Φ‹ for the uniformly random d-regular ensemble
therefore requires concentration of Zn over the space of d-regular graphs (since ErlogXs «
logEX indicates concentration of the positive random variable X). This is consistent with
the physics picture that the regimes where the Bethe prediction fails are characterized by
non-concentration of Zn (replica symmetry breaking ; see [KMR`07]).

A different variational principle was proved in [Gue03, ASS03] for mean-field spin glass
models, but in that case the free energy density needs to be minimized. This difference
is typically attributed by physicists to the difference between ferromagnetic and spin glass
models; it remains an outstanding challenge to understand these two variational principles
within a common framework. In the context of models on sparse graphs, Contucci et al.
[CDGS13] recently proved that the variational principle of [Gue03, ASS03] provides a bound
on the free energy of anti-ferromagnetic Potts models, which was proved to be tight at high
temperature.

The rest of the paper is organized as follows: in the remainder of this introductory section
we review the definitions of local convergence and the Bethe prediction and formally state
our results, which we divide into two categories: in §2 we study the Bethe prediction on
the uniformly random d-regular graph ensemble and prove the variational principle. In §3-4
we prove results in the more general setting of graphs converging locally to the d-regular
tree. We conclude in §5 with some supplementary results on local maximizers in the Potts
variational problem.

1.1. Local convergence. Throughout this paper, graphs are allowed to have multi-edges
and self-loops unless otherwise stated. If G is any graph and U any subgraph, we write BU
for the external boundary of U in G (the set of vertices in G adjacent to but not contained
in U). For any vertex v of G, write Btpvq for the subgraph induced by the vertices of G at
graph distance at most t from v.

Fix d throughout and let Td ” pTd, oq denote the d-regular tree rooted at o, with Td,t ”
Btpoq the subtree of depth t. For G “ pV,Eq a finite undirected graph, let

ζtpGq ” |V |
´1
|tv P V : Btpvq fl Td,tu| (4)

where – denotes graph isomorphism.
Throughout this paper we consider a sequence of (random) graphs Gn “ pVn, Enq with

|Vn| Ñ 8. Write Pn for the law of Gn, and En for expectation over Pn. We consider graphs
which are locally like the d-regular tree in the following sense:

Definition 1.1. We say that Gn “ pVn “ rns, Enq is a uniformly sparse graph sequence
converging locally to the d-regular tree Td if the following hold:

(a) (uniform sparsity) limLÑ8 |Vn|
´1

ř

vPVn
Enr|Bv|1t|Bv| ě Lus “ 0; and

(b) (local weak convergence) for each t ě 0, the random variable ζtpGnq as defined in (4)
converges in probability to zero in the limit nÑ 8.

This setting, which we assume throughout, is denoted Gn Ñloc Td.
With no loss of generality, we assume hereafter Vn “ rns ” t1, . . . , nu.
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Proposition 1.2. Consider the factor models (1) defined by a permissive specification ψ,
and suppose Gn “ pVn “ rns, Enq is a graph sequence for which the free energy density (3)
exists, φ “ limnÑ8 n

´1EnrlogZns. (Here we do not assume Gn Ñloc Td.)

(a) If the Gn have uniformly bounded degree then n´1 logZn Ñ φ almost surely as nÑ 8.
(b) If the Gn are uniformly sparse (Defn. 1.1a) then n´1 logZn Ñ φ in probability as nÑ 8.

1.2. Bethe prediction in the regular setting. We now describe the Bethe free energy
prediction in the special setting of a graph sequence converging locally to the d-regular tree;
for a more general description see [DM10a, DMS13].

Definition 1.3. Let H denote the p|X | ´ 1q-dimensional simplex of probability measures
on X . The belief propagation or Bethe recursion is the mapping BP : H Ñ H defined by

pBPhqpσq ”
1

zh
ψ̄pσq

´

ÿ

σ1

ψpσ, σ1qhσ1
¯d´1

, σ P X , (5)

with zh the normalizing constant. Denote by H ‹ Ď H the set of BP fixed points.

Remark 1.4. Note that for permissive ψ, any fixed point h P H ‹ must be strictly positive.
Let T́ d denote the pd´1q-ary tree (in which every vertex has d´1 children), and consider the
factor model (1) on the depth-t subtree T́ d,t multiplied with “entrance law” or “boundary
law” h P H on each spin at depth t. Then h P H ‹ if and only if the resulting marginal
law at the root of T́ d is again h. Fixed points h P H ‹ correspond to “Markov chain Gibbs
measures” [Spi75, Zac83] (also “splitting Gibbs measures” or “Bethe Gibbs measures”) —
natural candidates for the local weak limit of νGn (see e.g. [DMS13, Rmk. 1.12]).

Definition 1.5. For a factor model (1) on a graph sequence Gn Ñloc Td, the Bethe functional
is the mapping Φ : H Ñ R defined by

Φphq “ log

"

ÿ

σ

ψ̄pσq
´

ÿ

σ1

ψpσ, σ1qhσ1
¯d
*

loooooooooooooooooooomoooooooooooooooooooon

“vertex term” Φvxphq

´pd{2q log

"

ÿ

σ,σ1

ψpσ, σ1qhσhσ1

*

looooooooooooooooomooooooooooooooooon

“edge term” Φephq

. (6)

(See §1.3 for explanation of the Φvx,Φe notation.) The Bethe free energy prediction is that

the limit φ of (3) exists and equals Φ‹
” suptΦphq : h P H ‹

u. (7)

1.3. Results for general d-regular graphs. The following is our main result, establishing
the validity of the replica symmetric Bethe solution for ferromagnetic Potts models (2) on
general graph sequences Gn Ñloc Td:

Theorem 1. For the Potts model (2) on Gn Ñloc Td with d even, φ “ Φ‹ for all β,B ě 0.

In [DMS13] we established the lower bound lim infn φn ě Φ‹ for all d. In this paper we
prove the matching upper bound lim supn φn ď Φ‹ for d even.

The result for q “ 2 (the Ising model) is a special case of the results of [DM10a], and
is depicted in Fig. 1 (the Ising result also holds for d odd). Let us comment on some key
differences between the Ising model and the Potts models with q ą 2. For the Ising model,
the space H is one-dimensional, so the Ising belief propagation is a univariate recursion,
which is straightforward to analyze. For the Potts model with q ą 2, H has dimension larger
than one: the belief propagation mapping becomes more difficult to analyze; and indeed in
§5 we exhibit a multiplicity of fixed points h P H ‹.
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(a) Bethe fixed points
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Φ(h⋆)
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Figure 1. Ising model (q “ 2) with d “ 4, B “ 1{1000, β on horizontal axis.
The left panel shows the Bethe fixed points h P H ‹, parametrized by r ” logph1{h2q.

Solutions r ă 0 (gray curve) are shown to be irrelevant since the model favors spin 1.
The right panel shows the corresponding evaluation of the Bethe function, Φ‹ “ Φph‹q.

Most of the fixed points which we describe in §5 violate the physical “replica symmetric”
intuition that, since the model (2) favors spin σ “ 1 while making no distinction among
the remaining spins, the solution h P H ‹ which attains the optimum in (7) should satisfy
h1 ě h2 “ . . . “ hq. The belief propagation restricted to this subspace is again a univariate
recursion, naturally parametrized by r ” logph1{h2q.

In our view, the central difficulty of the Potts (q ą 3) models over the Ising model is the
presence of regimes of pβ,Bq with multiple stable fixed points, even under this restriction.
The situation is illustrated in Fig. 2. Let hf denote the limit of successive iterations of
BP starting from the uniform probability measure on rqs, and let hm denote the limit of
successive iterations of BP starting from the probability measure on rqs supported on spin 1.
Then hf, hm are elements of H ‹, and there are regimes where they differ and give different
evaluations of the Bethe functional Φ.

1.4. Bounds by graph decomposition. Our proof of Thm. 1 illustrates a more general
principle which we now describe in the abstract factor model setting (1). We restrict the
discussion below to d-regular graph sequences Gn Ñloc Td, since in §3 we will show that, for
the purposes of computing the free energy, general sequences Gn Ñloc Td can be reduced to
the d-regular case using the uniform sparsity hypothesis.

For a finite graph G let IG denote a uniformly random vertex in G, and write In ” IGn .
From now on let Pn denote the joint law of pGn, Inq, and En the expectation over Pn. An
equivalent definition of local convergence of Gn to Td is that PnpBtpInq fl Td,tq “ EnrζtpGnqs

converges to zero as n Ñ 8 for all t ě 0. Uniform sparsity of Gn is equivalent to uniform
integrability for the random degrees |BIn|.

For d even, a d-regular graph G can be reduced by removing a random vertex I — leaving
the “cavity graph” GB ” GzI with d unmatched half-edges incident to the neighbors BI of
I in G — then placing a matching m on these half-edges to form a d-regular graph Gm with
one less vertex. Thm. 1 is proved by showing that over successive iterations of this reduction,
the corresponding increments in the log-partition function are upper bounded by Φ‹ until
the graph is reduced to almost nothing.



REPLICA SYMMETRY FOR POTTS MODELS ON d-REGULAR GRAPHS 7

rf = rm

rf

rm

rf = rm
0

5

10

β = 1.708 β = 2.550

irrelevant

(a) Bethe fixed points
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Φ(hf) = Φ(hm)

Φ(hf)

Φ(hm)
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(b) Bethe functional evaluation

Figure 2. Potts model (q “ 30) with d “ 4, B “ 1{50, β on horizontal axis.
The left panel shows the Bethe fixed points h P H ‹ satisfying h2 “ . . . “ hq, parametrized
by r ” logph1{h2q. Solutions r ă 0 are deemed irrelevant since the model favors spin 1.
The minimal and maximal non-negative fixed points are rf, rm (corresponding to hf, hm),
and there is a regime of β (shaded between vertical lines) where they fail to coincide.

We chose here a large value of q to exaggerate this effect, but precisely the same
qualitative phenomenon occurs for B ą 0 sufficiently small for all d ě 3, all q ě 3.

The right panel shows the corresponding Bethe functional evaluations, Φphfq and Φphmq.
In [DMS13] we established the lower bound lim infn φn ě Φphfq _ Φphmq, together with an

upper bound which was not sharp in the rf ă rm regime. In this paper we prove the
matching upper bound for all values β ě 0, provided d is even (Thm. 1). We also prove

that Φphfq _ Φphmq is in fact the maximum Φ‹ of Φ over all of H ‹ (Thm. 4).

The first observation is that the ratios ZG{ZGB and ZGm{ZGB can be expressed as averages
over the cavity measure νB ” νGB :

ZG
ZGB

“
ÿ

σBI

νBpσBIq
ÿ

σ

ψ̄pσq
ź

jPBI

ψpσ, σjq ” Ψvx
pνBq,

ZGm

ZGB
“
ÿ

σBI

νBpσBIq
ź

pijqPm

ψpσi, σjq ” Ψe,m
pνBq.

Write ΨmpνBq ” ΨvxpνBq{Ψ
e,mpνBq. If νB is a d-fold product measure hbd (h P H ), then

log ΨvxpνBq and log ΨepνBq reduce to the functions Φvxphq and Φe,mphq of (6), with difference
log ΨpνBq “ Φphq. Averaging over matchings m we define the symmetrizations

Ψe,sym
pνBq ”

1

pd´ 1q!!

ÿ

m

Ψe,m
pνBq, Ψsym

pνBq ”
ΨvxpνBq

Ψe,sympνBq
. (8)

Definition 1.6. Let H d denote the space of d-fold product measures h ” h1 b ¨ ¨ ¨ b hd
(hi P H ), and let MdpH q denote the space of all mixtures over H d: a measure ν on X d

belongs to MdpH q if it can be expressed as

νpσ1, . . . , σdq “

ż

H d

h1pσ1q ¨ ¨ ¨hdpσdq dρphq, mixing measure ρ.

Theorem 2. Consider the factor models (1) defined by a permissive specification ψ. Suppose
there is a subspace H g Ď H for which the following hold:
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(i) There is a uniformly bounded function errpt, xq satisfying limtÑ8 lim supxÓ0 errpt, xq “ 0
such that the minimal total variation distance between the cavity measure νB ” νGzI and
MdpH gq is upper bounded by errpt, ζtpGqq over all d-regular graphs G; and

(ii) The function Ψsym defined in (8) satisfies log Ψsymphq ď Φ‹ for all h P pH gqd.

Then lim supn φn ď Φ‹ for the factor model on Gn specified by ψ.

In §4 we show that the conditions of the preceding theorem are satisfied in the Potts model
(implying lim supn φn ď Φ‹) for any β ě 0 and B ą 0. The bound extends to B “ 0 by
continuity. Thm. 1 is then proved as the matching lower bound lim infn φn ě Φ‹ was shown
in [DMS13, Thm. 1.10]. Of several natural modifications of the graph reduction procedure
which we considered for the case of d odd, all fail condition (ii).

1.5. Bethe variational principle and uniformly random regular graphs. The Bethe
prediction (7) has the following variational characterization. Let ∆ denote the set of sym-
metric probability measures h on X 2, with one-point marginals denoted by h̄. Define the
Bethe rate function

Φphq ” xlog ψ̄yh̄ ´ pd´ 1qHph̄q ` pd{2qrxlogψyh `Hphq
“ ´Hph̄ | ψ̄q ´ pd{2qHph | h̄bψ h̄q.

(9)

Above and hereafter, for p, q finite non-negative measures on a finite space, Hppq denotes the
Shannon entropy ´

ř

x px log px, and Hpq | pq denotes the relative entropy
ř

x qx logpqx{pxq
between q and p. We take the usual conventions log 0 “ ´8, 0 log 0 “ 0 and 0 logp0{0q “ 0.

Proposition 1.7 (Bethe variational principle). Any interior stationary point h of Φ corre-
sponds to h P H ‹ by the bijective relation

hpσ, σ1q “ phbψ hqσσ1{zh ” ψpσ, σ1qhσhσ1{zh (10)

(with zh the normalizing constant). Any local maximizer h of Φ is an interior point of ∆,
so the Bethe free energy of (7) is given alternatively by

Φ‹
“ sup

hP∆
Φphq, Φ the Bethe rate function (9). (11)

Proof. Follows from [DMS13, Thm. 1.16] (using compactness of ∆). �

We supply the following simple interpretation for this variational characterization. For nd
even, let Gn ” Gn,d denote the uniformly random d-regular graph on n vertices, sampled
according to the usual configuration model — that is, start with n isolated vertices each
equipped with d half-edges, and form the graph by taking a uniformly random matching on
the nd half-edges. Let En ” En,d denote expectation with respect to the law of Gn,d.

Conditioned on the event that Gn is free of self-loops and multi-edges, it has the law of
the uniformly random simple d-regular graph. This event occurs (for fixed d) with uniformly
positive probability in the limit nÑ 8 [J LR00].

Theorem 3. Consider the factor models (1) defined by a permissive specification ψ. With
En denoting expectation with respect to the configuration model for d-regular graphs on rns,

lim sup
nÑ8

n´1EnrlogZns ď lim
nÑ8

n´1 log EnrZns “ Φ‹ (12)

The following proposition serves as a counterpoint to (12):

Proposition 1.8. In the setting of Thm. 3, if the inequality in (12) is strict, then there
exists a sequence Gn of d-regular graphs for which lim infnÑ8 n

´1 logZn ą Φ‹.
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We highlight this proposition here because it demonstrates that if the uniformly random
ensemble has free energy φn strictly below the replica symmetric solution Φ‹ — as is expected
to happen in replica symmetry breaking regimes — then there is breaking of homogeneity in
the d-regular graph space as well, with a large subclass of graphs achieving free energy strictly
above Φ‹. An interesting open question is whether the maximal asymptotic free energy is
achieved by random bipartite graphs, as is known to be the case in two-spin models [SS13].

1.6. Explicit Potts Bethe prediction. Surprisingly, another consequence of Thm. 3 is
the following solution to the optimization problems (7) and (9) for the ferromagnetic Potts
model. Let hf denote the limit of successive iterations of BP starting from the uniform
probability measure on rqs, and let hm denote the limit of successive iterations of BP starting
from the probability measure on rqs supported on spin 1.

Theorem 4. For the Potts model (2) with β,B ě 0, Φ‹ “ Φphfq _ Φphmq, and if B ą 0
then this is strictly greater than Φphq for any h P H ‹zthf, hmu.

In §5 we supplement Thm. 4 by a classification of stationary points of the Potts Bethe
rate function Φ (equivalently, via (10), solutions of the Potts Bethe recursion), as well as
a study of which stationary points can be local maximizers. The detailed statements are
given in Propns. 5.3 and 5.4. The motivation for considering local maximizers of Φ — which
after all are irrelevant to the Bethe prediction (11) if they are not global maximizers — is
that we expect these are precisely the fixed points which can be seen in local weak limits of
conditioned factor models on graph sequences Gn Ñloc Td, in the spirit of [MMS12]. That
is, when h is a local maximizer of Φ, the factor model restricted to configurations of edge
empirical measure close to h should converge locally weakly to the (Bethe) Gibbs measure
corresponding to h. However, §5 is independent of the rest of the paper.

2. Uniformly random d-regular graphs

2.1. Expectation of the partition function. Given spin configuration σ on the vertices
of graph G, define the edge empirical measure

hpσ, σ1q ”
1

2|E|

ÿ

pijqPE

´

1tpσi, σjq “ pσ, σ
1
qu ` 1tpσi, σjq “ pσ

1, σqu
¯

,

and write h̄ for its one-point marginal (the vertex empirical measure). Recall the following
strong form of Stirling’s approximation [Rob55] 1 ď n!{r

?
2πnpn{eqns ď e. Recall also that

for n even, the number of matchings on rns is the double factorial pn´ 1q!! “ n!{rpn{2q!2n{2s.

Proof of Thm. 3. Let Z ” Zn denote the partition function for the factor model (1) on
the random graph G ” Gn,d. We decompose Z “

ř

h Zphq with Zphq the contribution
from configurations σ with edge empirical measure h. Recall that h̄ denotes the one-point
marginal of h. The expected number of h-configurations on G is given (with the obvious
multi-index notation) by

# assignments on half-edges
hkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkj

„ˆ

n

nh̄

˙

ź

σ

ˆ

ndh̄pσq

ndhpσ, ¨q

˙

ˆ

probability of matching consistent with given spin assignment
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

„

1

pnd´ 1q!!

ź

σ

pndhpσ, σq ´ 1q!!
ź

σ‰σ1

a

pndhpσ, σ1qq!



“ nOp1q exptnrpd{2qHphq ´ pd´ 1qHph̄qsu by Stirling’s formula.
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Each h-configuration receives the same weight ψ̄nh̄ψpnd{2qh “ exptnxlog ψ̄yh̄`pnd{2qxlogψyhu,
so

EZphq “ nOp1q exptnrxlog ψ̄yh̄ ´Hph̄q ` pd{2qrxlogψyh `Hphqssu “ nOp1q exptnΦphqu.

By Propn. 1.7, Φ attains its global maximum at an interior point h‹ P ∆, which must lie
within distanceOpn´1q of one of the empirical measures h realizable onG. On the other hand
there are only polynomially many such measures, so we conclude EZ “ nOp1q exptnΦph‹qu,
implying the theorem. �

2.2. Concentration of the log-partition function. We now prove Propn. 1.2, which we
again emphasize applies to general uniformly sparse graph sequences Gn (with no assumption
on the local limiting tree).

Proof of Propn. 1.2. If G “ pV,Eq is any finite graph with an isolated vertex i, and G1 “
pV 1, E 1q is formed by adding d edges between i and V , then

ZG1

ZG
“
ÿ

σi

ÿ

σBi

νGpσi, σBiq
ź

pijqPE1zE

ψpσi, σjq ď pψmaxq
d

with ψmax the maximum over ψ. On the other hand, considering only the σi “ σp term in
the above sum shows ZG1{ZG ě pψminq

d`1 for ψmin ” minσrψpσ
p, σqs.

(a) On any random graph Gn we may consider the Doob martingale of logZn with respect
to the vertex-revealing filtration. If all the Gn have maximum degree ď M , then the above
implies that the Doob martingale has uniformly bounded increments — therefore, by the
Azuma–Hoeffding bound,

Pnr|n´1 logZn ´ φn| ě εs ď e´ncpε{Mq
2

for a constant c ” cpψq ą 0. (13)

This proves n´1 logZn ´ φn Ñ 0 almost surely, consequently n´1 logZn Ñ φ almost surely.

(b) For any M ą 0, define the truncated graphs GnrM s by removing all the edges incident
to any vertex i P Vn with |Bi| ě M . Let ZnrM s denote the associated partition function,
and φnrM s ” n´1EnrlogZnrM ss: then

|φn ´ φnrM s| ď n´1Enr| logZn ´ logZnrM s|s ď cEnr|BIn|1t|BIn| ěMus

where the first inequality is Jensen’s while the second follows from the above, for a constant
c ” cpψq ą 0. By the triangle inequality, Pp|n´1 logZn ´ φ| ě 4εq ď a` b` c` d where

a ” Ppn´1| logZn ´ logZnrM s| ě εq ď pc{εqEnr|BIn|1t|BIn| ěMus ď δ
for M ěMpc, ε, δq, n ě npM, c, ε, δq;

b ” Pp|n´1 logZnrM s ´ φnrM s| ě εq ď expt´ncpε{Mq2u ď δ for n ě npM, c, ε, δq;
c ” Pp|φnrM s ´ φn| ě εq zero for M ěMpc, εq, n ě npM, c, εq;
d ” Pp|φn ´ φ| ě εq zero for n ě npεq,

Therefore Pp|n´1 logZn ´ φ| ě εq Ñ 0 as nÑ 8 for all ε ą 0, concluding the proof. �
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2.3. Replica symmetry breaking. We turn now to Propn. 1.8 which gives an indication
of the non-concentration of the partition function over the space of all d-regular graphs. The
proof is based on the observation that if the inequality in (12) is strict, then the concentration
bound (13) will force some graphs to have free energy ě Φ‹`x for some x ą 0. These graphs
will constitute an exponentially small fraction of all d-regular graphs on rns, but even this
is enough to extract a sequence Gn Ñloc Td, due to the following

Lemma 2.1. For any ε, t ą 0 there exists α ” αpd, t, εq ą 0 with PpζtpGq ě εq ď e´αn logn.

Proof. Recall the following classical inequality (see e.g. [McD98, Lem. 3.11]): if pIkq
m
k“1 is a

sequence of indicator random variables adapted to filtration pFkq
m
k“1, and ak ” ErIk |Fk´1s,

then Pp
řm
k“1 Ik ě mxq ď expt´mHpx | aqu with a the average of the ak’s, and Hpx | aq the

binary relative entropy between x and a.
Consider the process of revealing the graph G one edge at a time, with pFkq

nd{2
k“1 the

corresponding filtration, and let Ik (1 ď k ď nd{2) be the indicator that the k-th edge
forms a cycle of length ď 2t within the graph revealed so far. Each such cycle can create
only a bounded number of vertices with depth-t neighborhood non-isomorphic to the depth-t
subtree of the d-regular tree, that is to say, we must have

ř

k Ik ě nζtpGq ¨ 2α0 for a positive
constant α0 ” α0pd, tq. For k ď npd{2 ´ α0εq, since the configuration model matches half-
edges uniformly at random, we must have ak ” ErIk |Fk´1s ď α1{n for a positive constant
α1 ” α1pd, t, α0εq. Therefore

PpζtpGq ě εq ď P
´

npd{2´α0εq
ÿ

k“1

Ik ě nεα0

¯

ď expt´npd{2´ α0εqHpεα0 | aqu

with a the average of the pakqkďnpd{2´α0εq. Since a ď α1{n the result readily follows. �

Proof of Propn. 1.8. With Pn the d-regular configuration model law as before, let us define
pnpyq ” Pnpn

´1 logZn ě Φ‹ ` yq. Since clearly n´1 logZ is uniformly bounded over all
d-regular graphs by a finite constant C ą Φ‹, we may bound (for 0 ă x ă C ´Φ‹)

EZn ď enpΦ
‹´δq

` rpnp´δq ´ pnpxqse
npΦ‹`xq

` pnpxqe
nC .

Recalling Thm. 3 the left-hand side is nOp1qenΦ‹ , and rearranging gives

nOp1q ´ e´nδ ´ pnp´δqe
nx

enpC´Φ‹q ´ enx
ď pnpxq.

Now suppose φcm ” lim supn n
´1EnrlogZns is strictly below Φ‹: taking 0 ă δ ă Φ‹ ´ φcm,

the concentration bound (13) implies that pnp´δq will be exponentially small in n. It is then
clear that one may choose x sufficiently small such that pnpxq ě e´npC´Φ‹q{2. Meanwhile,
from Lem. 2.1, we can take tpnq Ò 8 and εpnq Ó 0 slowly enough such that

PnpζtpnqpGnq ě εpnqq ď e´1pnpxq

Therefore the set of d-regular graphs G on rns with n´1 logZG ě Φ‹` x and ζtpnqpGq ě εpnq
has cardinality at least

pnd´ 1q!! pnpxqr1´ e
´1
s “ exptpnd{2q log n`Opnqu " 1,

so clearly we may extract the desired sequence Gn Ñloc Td, lim infn n
´1 logZn ě Φ‹`x. �
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2.4. Solution of the Potts variational problem. We now apply the calculation of Thm. 3
to prove Thm. 4, giving an essentially explicit solution to the Bethe variational problem for
the ferromagnetic Potts model. We do not know of a proof which does not go through the
probabilistic interpretation for the Bethe variational principle which is described in Thm. 3.

The Potts Bethe recursion for β,B ě 0 preserves the subspace H bal of measures on ∆
which are biased towards σ “ 1 while giving equal weight to all spins σ ‰ 1:

H bal
” th P H : h1 “ r1` p1´ qqbs{q and h2 “ ¨ ¨ ¨ “ hq “ p1´ bq{q with b ě 0u. (14)

The map BP restricted to this subset is simply a univariate recursion: in terms of the log-
likelihood ratio r ” logph1{h2q ě 0, it has the particularly simple form

Ăbp : r ÞÑ B ` pd´ 1q log
eβ`r ` q ´ 1

er ` eβ ` q ´ 2
, (15)

which is straightforward to analyze; see e.g. [DMS13, Lem. 4.6]. The Bethe recursion fixed
points hf, hm P H ‹ X H bal with minimal and maximal bias b are given by the limits of
repeated iterations of this recursion started from r “ 0 and r “ 8 respectively; moreover
these are the only fixed points in H bal.

Let us now review the well-known Fortuin–Kasteleyn (random-cluster) representation of
the Potts model. On a finite graph G ” pV,Eq, denote a spin configuration σ P rqsV as
before, and denote a bond configuration η P t0, 1uE. The Edwards–Sokal (es) measure on a
finite graph G ” pV,Eq is the probability measure on pairs pσ, ηq given by

esGpσ, ηq “
1

ZG

ź

iPV

eB1tσi“1u
ź

e“pijqPE

rp1´ pqp1´ ηeq ` pηe1tσi “ σjus, (16)

with ZG the normalizing constant. Taking p ” 1 ´ e´β, the marginal of esG on the spin
configurations σ is the q-Potts measure with parameters pβ,Bq, and we see that the Potts
partition function ZG is simply eβ|E| times the es partition function ZG. The marginal of
esG on the bond configurations η is the Fortuin–Kasteleyn (fk) measure

fkGpηq “
eB|V |

ZG

ź

iPE

pηep1´ pq1´ηe
ź

CPC pηq

r1` pq ´ 1qe´B|C|s,

where the second product runs over the collection C pηq of connected components C of η
(with |C| denoting the number of vertices in component C).

The es coupling between Potts and fk has the following simple description: conditioned
on the spins σ, η is defined by a p-percolation on the bonds joining like spins, while all
bonds joining unlike spins are left unoccupied. In the other direction, conditioned on bond
configuration η with C pηq “ pC1, . . . , Ckq, the spin configuration σ is given by assigning the
same spin to all the vertices of each component, independently over the different components.
Component C receives spin σpCq “ σ with probability

eB|C|1tσ“1u
{reB|C| ` pq ´ 1qs. (17)

Proof of Thm. 4. We assume without loss that B ą 0, with the result for B “ 0 following
by continuity. We first show that the rate function Φ cannot attain its global maximum
outside the subspace

∆bal
” th P ∆ : h̄p1q ě 1{q and h̄p2q “ ¨ ¨ ¨ “ h̄pqqu.
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To this end, consider conditioning on the fk configuration η in the es coupling. Given
C P C pηq, define the random variable YCpσq ” |C|1tσpCq “ σu. For all σ ‰ 1 this has the
same cumulant generating function

κCptq ” logErexpttYCpσqu | ηs “ log
et|C| ` eB|C| ` q ´ 2

eB|C| ` q ´ 1
.

For ´8 ă t ď B{2 we calculate

κ2Cptq “
|C|2et|C|peB|C| ` q ´ 2q

pet|C| ` eB|C| ` q ´ 2q2
ď

|C|2et|C|

et|C| ` eB|C| ` q ´ 2
ď

|C|2

eB|C|{2
ď peB{4q´2

” cB,

uniformly over all |C| ě 0. Noting |C pηq| ď n, for all σ ‰ 1 we have

$Gn

´
ˇ

ˇ

ˇ

ÿ

CPC pηq

pYCpσq ´ ErYCpσqq | ηs
ˇ

ˇ

ˇ
ě nε

¯

ď 2 inf
0ďtďB{2

encBt
2{2

entε
ď

2

enε2{p2cBq
,

where the last inequality holds provided ε{cB ď B{2. Clearly, for all spins σ ‰ 1 the
mean ErYCpσq | ηs takes the same value, which is less than |C|{q. Let Znrεs denote the
contribution to the Potts partition function on Gn from the space ∆rεs of measures h P ∆
with distph,∆balq ě ε: the above implies there is a constant α ” αpB, qq ą 0 such that

Znrεs ď e´nαε
2

Zn for ε ď cBpB{2q. (18)

The estimate (18) holds for any graph Gn on rns. To prove the result, take Gn “ Gn,
the random d-regular graph drawn from the configuration model. Comining (18) with the
calculation of Thm. 3 gives

nOp1q exptn suptΦphq : h P ∆rεsuu “ EnrZnrεss ď
EnrZns

enε2αB
“
nOp1q exptnΦ‹u

enε2αB

for all ε ď cBpB{2q, proving the claim that Φ can only attain its global maximum on ∆bal.
To conclude the proof, we apply the variational principle Propn. 1.7. Let h be any global

maximizer for Φ, so by the above h P ∆bal. Let h P H ‹ correspond via (10) to h: summing
(10) over one of the spins σ1 gives zhh̄σ “ hσrpe

β ´ 1qhσ ` 1s, which implies (since the right-
hand side is increasing in hσ for hσ ą 0) that h P H ‹XH bal. As noted above, the only two
possibilities for h are hf and hm, concluding the proof. �

3. Recursive graph decomposition

In this section we prove Thm. 2 for graph sequences Gn Ñloc Td (Defn. 1.1), d even. The
following lemma, whose proof we defer to the end of the section, reduces the free energy
computation to the case of d-regular graphs.

Lemma 3.1. If Gn Ñloc Td with d even, then there exists a d-regular graph sequence Gn
1 Ñloc

Td with free energy φn
1 such that limnÑ8pφn ´ φn

1 q “ 0.

The lemma is a refinement of the result of Propn. 1.2b. Assuming the lemma, we now
prove Thm. 2 by analysis of the following

Reduction operation R on d-regular graphs (d even).
Given graph G, remove a uniformly random vertex I, leaving the cavity graph
GB ” GzI with d unmatched half-edges incident to the neighbors BI of I
in G. Let Gm be the d-regular graph formed by placing matching m on
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these half-edges, and set RG “ Gm for some choice of m which minimizes
logZG ´ logZGm .

We prove Thm. 2 via the following propositions concerning operation R on d-regular graphs.

Proposition 3.2. Let G be any finite d-regular graph, and write EG for expectation over the
choice of a uniformly random vertex I in G. Under the conditions of Thm. 2,

EGrlogZG ´ logZRGs ď Φ‹
` errpt, ζtpGqq

where errpt, xq is a uniformly bounded function with limtÑ8 lim supxÓ0 errpt, xq “ 0.3

Proof. By definition of operation R and of the cavity measure νB ” νGzI , and recalling the
manipulations leading to the definition (8), we have

EG
”

log
ZG
ZRG

ı

“ EG
”

min
m

log
ΨvxpνBq

Ψe,mpνBq

ı

ď EG
”

log Ψsym
pνBq

ı

. (19)

Observe that for any permissive specification ψ, ΨvxpνBq and ΨepνBq are uniformly bounded
and uniformly positive deterministically over all graphs G with maximum degree d — this
is easily seen by calculations very similar to the estimates of the ratio ZG1{ZG appearing in
the proof of Propn. 1.2, together with the observation that the marginal of νB on any vertex
must give uniformly positive measure to spin σp. It follows from condition (i) of Thm. 2 that
for some mixing measure ρ over pH gqd, the right-hand side of (19) is within errpt, ζtpGqq of

EG
”

log

ş

Ψvxphq dρphq
ş

Ψe,symphq dρphq

ı

ď sup
hPpH gqd

log Ψsym
phq.

Condition (ii) then gives that this is ď Φ‹, concluding the proof. �

Proposition 3.3. On any d-regular graph sequence Gn Ñloc Td it holds that

lim
nÑ8

En
”

max
0ďjďp1´ε0qn

ζtpR
jGnq

ı

“ 0 for all ε0 ą 0, t ě 0.

Proof. Let G be any d-regular graph on n vertices. For each vertex v in G consider the event

Ωt,εpvq ” tBtpvq – Td,t in G, but Bt{2pvq fl Td,t{2 in RjG for some j ď nεu.

This implies that during the first nε applications of R, at least t{2 vertices were deleted along
some length-t geodesic path started from v. For each such geodesic, the same inequality cited
in the proof of Propn. 2.1 implies that the probability of ě t{2 deletions along the geodesic
is (for ε ą 0 small)

ď expt´nεHpt{p2nεq | t{p2nqqu “ expt´pt{2q logp1{εq `Optqu,

which can clearly be made ď d´3t by taking ε ď εpdq. Taking a union bound over dt geodesics
shows that Ωt,εpvq has probability ď d´2t, therefore

P
”

max
0ďjďnε

pn´ jqζt{2pR
j
pGqq ě nζtpGq ` nd

´t
ı

ď P
”

ÿ

vPG

Ωt,εpvq ě nd´t
ı

ď d´t

where the last step is by Markov’s inequality.
Now iterate the above over L ” Lpε0, εpdqq passes, removing an εpdq-fraction of vertices

on each pass until only an ε0-fraction of the original vertex set remains. (L is roughly

3The function errpt, xq may need to be adjusted going from Thm. 2 to Propn. 3.2, but can be chosen to
depend only on d and ψ.
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log1´εpdq ε0, though not precisely so because each pass must remove an integer number of
vertices.) Taking a crude upper bound on the accumulation of errors gives

P
”

max
0ďjďnp1´ε0q

pn´ jqζt{2LpR
j
pGqq ě nζtpGq ` nLd

´t{2L
ı

ď Ld´t{2
L

.

Thus, for the graph sequence Gn,

En
”

max
0ďjďnp1´ε0q

ζt{2LpR
j
pGqq

ı

ď
nEnrζtpGnqs ` nLd

´t{2L

nε0
` Ld´t{2

L

The right-hand side tends to zero in the limit nÑ 8 followed by tÑ 8, but the left-hand
side is non-decreasing in t so it must in fact tend to zero as nÑ 8 for all t, as claimed. �

Proof of Thm. 2. By Lem. 3.1 we reduce to the setting of a d-regular graph sequence Gn Ñloc

Td. Take n0 ” np1 ´ εq, and express the free energy of the factor model on Gn as the
telescoping sum

φn “ n´1
n0´1
ÿ

j“0

EnrlogZRjGn
´ logZRj`1Gn

s ` n´1EnrlogZRn0Gns.

Since Rn0Gn is a d-regular graph on nε vertices, the last term is bounded in absolute value
by cε for some constant c ” cpd, ψq. Next, Propn. 3.2 gives

max
0ďjăn0

EnrlogZRjGn
´ logZRj`1Gn

s ď Φ‹
` En

”

max
0ď`ăn0

err
`

t, ζtpR
`Gnq

˘

ı

.

By Propn. 3.3, the last term tends to zero in the limit nÑ 8 followed by tÑ 8, so

lim sup
nÑ8

φn ď p1´ εqΦ
‹
` cε,

and the result follows by taking ε Ó 0. �

Proof of Lem. 3.1. Writing G ” Gn ” pV,Eq, we form the d-regular graph G1 ” Gn
1 in two

steps: (1) delete edges in G incident to vertices of degree larger than d until none remain to
form the graph G2 ” pV,E2q, then (2) add d ´ |Bv| half-edges to every v P V , and take a
matching on these half-edges to form the d-regular graph G1 “ pV,E 1q.

Let U denote the set of all vertices incident to any edge in EzE2, and observe that
pψmaxq

|EzE2| ě ZG{ZG2 ě pψminq
|EzE2|νG2pσU ” σpq. Since G2 has maximum degree ď d,

there exists a positive constant rc ” rcpd, ψq ą 0 for which νG2pσU ” σpq ě rc|U |. Since
clearly |U | ď 2|EzE2|, we conclude there exists a positive constant c ” cpd, ψq such that
| logpZG{ZG2q| ď c|EzE2|. By similar considerations (and adjusting c as needed) we conclude
| logpZG1{ZG2q| ď cζ2pGq, therefore

|φn ´ φn
1
| ď cEnrζ2pGnqs ` cEnr|BIn|1t|BIn| ‰ dus.

The first term tends to zero in the limit nÑ 8, while the second term is upper bounded by

cLEnrζ1pGnqs ` cEnr|BIn|1t|BIn| ě Lus.

By the uniform sparsity hypothesis this tends to zero in the limit nÑ 8 followed by LÑ 8,
concluding the proof. �
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4. The Potts free energy density

In this section we prove our main result Thm. 1 giving the free energy density of the q-
Potts model on graphs converging locally to the d-regular tree with d even. Let H fk Ĺ H bal

denote the set of all convex combinations of the measures hf, hm defined in §1.6.

4.1. Product decomposition of Potts cavity measure. We begin by showing that for
β ě 0 and B ą 0, the Potts model satisfies condition (i) of Thm. 2 with H g “ H fk:

Proposition 4.1. For the Potts model with β ě 0 and B ą 0, there is a uniformly bounded
function errpt, xq with limtÑ8 lim supxÓ0 errpt, xq “ 0 such that the minimal total variation
distance between the cavity measure νB and MdpH fkq is upper bounded by errpt, ζtpGqq over
all d-regular graphs G.

Proof. On the graph GB ” GzI we will consider the Edwards–Sokal measure esB (see (16)),
with spin marginal νB (the Potts measure) and bond marginal fkB. Condition on the event
that BtpIq – Td,t, which occurs with probability 1´ ζtpGq. On this event, Bt ” BtpIq XG

B

is simply a collection of d disjoint trees, each isomorphic to T́ d,t´1 (see Rmk. 1.4).
Fixing s ă t, for η any bond configuration on GB we shall decompose η ” pηo, ηa, ηiq with

ηo the bond configuration on GBzBt, ηi the bond configuration on Bs, and ηa the bond
configuration on BtzBs (o “ “outer”, i “ “inner”, a “ “annuli”). Then

νBpσBIq “
ÿ

ηo,a

fkBpηo,aq
ÿ

ηi

fkBpηi | ηo,aqesBpσBI | ηq.

We claim that the inner sum remains essentially unaffected if we set ηo to the identically-0
configuration ζo:

1. For any ηo, ηa we calculate the ratio

fkBpηi | ηo, ηaq

fkBpηi | ζo, ηaq
“ cpηo,aq

ś

CPDpηo,ηa,iq
r1` e´B|C|pq ´ 1qs

ś

C1PDpζo,ηa,iq
r1` e´B|C1|pq ´ 1qs

where cpηo,aq is a proportionality constant not involving ηi, and Dpηq denotes the con-
nected components of η which cross between Bs and GzBt. Any such component must
contain at least t ´ s vertices, and the total number of such components in any η is at
most ds. Since B ą 0, if we take say s “ log t, then the above ratio tends to 1 in the limit
tÑ 8, uniformly over all ηo.

2. Similarly, given any η, let BIptq Ď BI denote the vertices in BI which are joined to GzBt

via the occupied bonds in ηi,a. Then esBpσBI | ηo, ηa,iq ´ esBpσBI | ζo, ηa,iq factorizes as

resBpσBIptq | ηo, ηa,iq ´ esBpσBIptq | ζo, ηa,iqs ˆ
ź

vPBIzBIptq

esBpσv | ζo, ηi,aq.

Since B ą 0, in the limit tÑ 8, esBpσBIptq | ηo, ηa,iq converges to 1 if σBIptq is identically 1,
and converges to 0 otherwise, uniformly over η. Thus the total variation distance between
esBpσBI “ ¨ | ηo, ηa,iq and esBpσBI “ ¨ | ζo, ηa,iq tends to zero as tÑ 8, uniformly over η.
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Combining the above estimates shows that on the event BtpIq – Td,t, νBpσBIq is well approx-
imated (in total variation distance, for t large) by the measure

rνBpσBIq “
ÿ

ηo,a

fkBpηo,aq
ÿ

ηi

fkBpηi | ζo, ηaqesBpσBI | ζo, ηa,iq

“
ÿ

ηa

fkBpηaqesBpσBI | ζo, ηaq “
ÿ

ηa

fkBpηaq
ź

vPBI

esBpσv | ζo, ηaq.

Each esBpσv | ζo, ηaq is simply the root marginal of the Potts measure on T́ d,s with some
boundary conditions, which from (17) must be biased towards 1. It follows (cf. Rmk. 1.4)
that in the limit s ” log t Ñ 8, the distance between esBpσv | ζo, ηaq and H fk will tend to
zero (uniformly over ηa). We therefore conclude

mint}νB ´ ν
1
}tv : ν 1 P MdpH

fk
qu ď ζtpGq ` εt

with εt Ñ 0 as tÑ 8, implying the result. �

4.2. Optimization over product measures. We now verify condition (ii) of Thm. 2:

Proposition 4.2. For the Potts model with β,B ě 0, suptlog Ψsymphq : h P pH fkqdu “ Φ‹.

Recall the function Ψm ” Ψvx{Ψe,m defined in §1.3. The following lemma is proved by
manipulating the BP identity (5), and applies to general factor models.

Lemma 4.3. If h‹ P H ‹ then Ψmph, h‹, . . . , h‹q is constant over h P H for each m.

Proof. Note Ψvxphq equals ZSphq, the partition function on the star graph S ” Td,1 with
boundary conditions σj „ hj independently over j P Bo. Let S 1 be S with the edge po, 1q
disconnected: from (5), ZS1ph, h

‹, . . . , h‹q “ zh‹ regardless of h, while

ZSph, h
‹, . . . , h‹q “ zh‹

ÿ

σ,σ1

ψpσ, σ1qh‹σhσ1 .

Similarly, for any m, Ψe,mph, h‹, . . . , h‹q equals ZRphq, the partition function on the graph R
consisting of the d{2 disjoint edges with boundary condition h‹ on all but one vertex which
instead receives boundary condition h. Let R1 be R with the edge incident to that one vertex
disconnected: then ZR1ph, h

‹, . . . , h‹q does not depend on h, and

ZRph, h
‹, . . . , h‹q

ZR1ph, h‹, . . . , h‹q
“

ÿ

σ,σ1

ψpσ, σ1qh‹σhσ1 “
ZSph, h

‹, . . . , h‹q

ZS1ph, h‹, . . . , h‹q
.

Thus it holds for any m that

Ψmph, h‹, . . . , h‹q

Ψmph‹, h‹, . . . , h‹q
“
pZS{ZS1qph, h

‹, . . . , h‹q

pZR{ZR1qph, h‹, . . . , h‹q

pZR{ZR1qph
‹, h‹, . . . , h‹q

pZS{ZS1qph‹, h‹, . . . , h‹q
“ 1,

proving the claim. �

Proof of Propn. 4.2. Let us reparametrize H in terms of the bias b, defined as in (14).
Assume bf ă bm, otherwise pH fkqd is a single point and there is nothing to prove. With an
abuse of notation we write Ψpbq for the evaluation of Ψ at the product measure h P pH fkqd

corresponding to the vector of biases b ” pb1, . . . , bdq. Then

Ψvxpbq

Cd
“ eB

d
ź

j“1

p1` γbjq ` pq ´ 1q
d
ź

j“1

´

1´
γbj
q ´ 1

¯

,
Ψe,mpbq

Cd{2
“

ź

pijqPm

p1` γbibjq
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where C ” peβ ` q ´ 1q{q, γ ” pq ´ 1qpeβ ´ 1q{peβ ` q ´ 1q ą 0. Both Ψvx and Ψe,sym

are affine in each bj (with pbkqk‰j fixed), so their ratio is maximized at one (or both) of
the endpoints bf, bm. We therefore conclude that Ψsym must be maximized over pH fkqd at a
corner b P tbf, bmud.

Let b` denote the vector which is bm in the first ` coordinates, bf in the remaining d ´ `
coordinates. Recalling the assumption bf ă bm, we can express

fvx
p`q ” log Ψvx

pb`q “ logpA0e
a0` ` A1e

´a1`q, Aj, aj ą 0.

By Jensen’s inequality,

log Ψe,sym
pb`q ě

1

pd´ 1q!!

ÿ

m

log Ψe,m
pb`q ” f e

p`q

where, writing Css1 ” logp1` γbsbs
1

q for s, s1 P tf, mu, we calculate

f e
p`q “

`p`´ 1qCmm ` 2`pd´ `qCmf ` pd´ `qpd´ `´ 1qCff

rCd{2pd{2qs´1 ¨ dpd´ 1q
“ a4`

2
` a3`` a2

where a4 ą 0 (for bf ă bm) using the arithmetic-geometric mean inequality.
If we now consider f ” fvx ´ f e as a function of ` P R, then

f 1p`q “
A0a0e

a0` ´ A1a1e
´a1`

A0ea0` ` A1e´a1`
´ 2a4`´ a3

tends to ¯8 as `Ñ ˘8. Moreover

f3p`q “ ´
A0A1pa0 ` a1q

3epa0´a1q`

pA0ea0` ` A1e´a1`q3
pA0e

a0` ´ A1e
´a1`q

which can have at most one real zero. Thus f 1 has at most one inflection point, hence at
most three real zeroes; further, if there are three zeroes then the middle one corresponds to
a local minimum of f . But Lem. 4.3 implies fp0q “ fp1q and fpd ´ 1q “ fpdq, meaning f 1

has zeroes inside the intervals p0, 1q and pd ´ 1, dq. This shows that f cannot have a local
maximum in r1, d´ 1s, so it is maximized over t0, 1, . . . , du at 0 or d: thus

suptlog Ψphq : h P pH fk
q
d
u “ logrΨphf, . . . , hfq _Ψphm, . . . , hmqs,

which by Thm. 4 is precisely Φ‹, concluding the proof. �

Proof of Thm. 1. The lower bound lim infn φn ě Φ‹ for β,B ě 0 was proved in [DMS13].
For B ą 0 the matching upper bound lim supn φn ď Φ‹ follows by combining Thm. 2,
Propn. 4.1, and Propn. 4.2. The result for B “ 0 follows by continuity. �

5. Local maximizers

In view of the proof of Thm. 3, we expect local maximizers of h of the Bethe rate function Φ
to have the following probabilistic interpretation, which is in the spirit of results of [MMS12]:
if Gn Ñloc Td, the factor model on Gn conditioned to the subspace of configurations with edge
empirical measure close to h should converge locally weakly to the (Bethe) Gibbs measure
corresponding to h. With this motivation in mind, in this section we study stationary
points and local maximizers of the Bethe rate function for the ferromagnetic Potts model.
The results obtained here are independent of the rest of the paper.
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5.1. Local maximizers of the Bethe rate function. We begin with a characterization
of local maximizers of the Bethe rate function in the general (d-regular) setting.

Proposition 5.1. Let Φ be the Bethe rate function (9) for a permissive specification ψ.
An interior stationary point h of Φ is a local maximizer if and only if, for pX, Y q having
(exchangeable) law h,

ρXY ” sup

"

VarErϕpX, Y q |Xs
VarϕpX, Y q

: ϕ ı 0,ϕpσ, σ1q “ ϕpσ1, σq

*

ď
d

2pd´ 1q
. (20)

Proof. Given specification ψ, let ∆˘ denote the set of symmetric functions δ : X 2 Ñ R with
supp δ Ď suppψ, xδ, 1y “ 0, and }δ} “ 1. An interior stationary point h of Φ is a local
maximizer if and only if

pBηq
2Φph` ηδq|η“0 “ pd´ 1qxpδ̄{h̄q2yh̄ ´ pd{2qxpδ{hq

2
yh ď 0 for all δ P ∆˘. (21)

Taking ϕ “ ph` δq{h and rearranging gives condition (20). �

Remark. The “symmetric correlation coefficient” ρXY measures dependence within the
exchangeable pair pX, Y q. (Note ρXY is not the classical correlation coefficient between
σpXq, σpY q; see e.g. [DKS01] and references therein.) By the standard variance decomposi-
tion Varϕ “ VarpErϕ|Xsq ` ErVarpϕ|Xqs, we have 0 ď ρXY ď 1, with ρXY “ 1 if and only if
Y “ fpXq for some deterministic function f (which by exchangeability must be involutive).
For X and Y independent, Hoeffding’s decomposition

ϕ “ rϕ` Erϕ |Xs ` Erϕ |Y s ´ Eϕ
(with Er rϕ |Xs “ 0 “ Er rϕ |Y s) gives

ErVarpϕ |Xqs “ Erpϕ´ Epϕ |Xqq2s
“ Er rϕ2s ` 2Er rϕ ¨ pErϕ |Y s ´ Eϕqs ` ErpErϕ |Y s ´ Eϕq2s “ Er rϕ2s ` VarpErϕ |Y sq,

where the cross term vanishes using Er rϕ |Y s “ 0. This implies ρXY ď 1{2; and in fact
ρXY “ 1{2 with supremum achieved by ϕpσ, σ1q of form ϕσ ` ϕσ1 . We do not know of an
argument to show ρXY ě 1{2 for general exchangeable pairs pX, Y q.

5.2. Fixed points of the Potts Bethe recursion. Rearranging (5), we see that an interior
point h of H belongs to H ‹ if and only if

ψ̄pσq

hσ

´

ÿ

σ1

ψpσ, σ1qhσ1
¯d´1

takes the same value zh for all σ P X . (22)

We now classify the fixed points for the ferromagnetic Potts model. If β “ 0 the unique
solution is given by taking h1{h2 “ ¨ ¨ ¨ “ h2{hq “ eB, so assume from now on that β ą 0.
We then reparametrize m ” eB ě 1, θ ” 1{peβ ´ 1q ą 0, so that (22) simplifies to

mF ph1q “ F ph2q “ . . . “ F phqq “ zh, F pxq ” x´1
px{θ ` 1qd´1.

With h˝ ” θ{pd ´ 2q, we observe that the restriction F´ ” F |p0,h˝s is monotone decreasing
while the restriction F` ” F |rh˝,1s is monotone increasing, so clearly |th2, . . . , hqu| ď 2. More
precisely, we have the following classification:

Definition 5.2. Say that h P H ‹ is an `-type solution if among the entries h2, . . . , hq it has
`´ 1 coordinates equal to p` ” pF`q

´1pzhq, and q´ ` coordinates equal to p´ ” pF´q
´1pzhq.

We further subdivide the `-type solutions into ``-type or `´-type according to whether h1

equals Q` ” pF`q
´1pzh{mq or Q´ ” pF´q

´1pzh{mq.
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This terminology degenerates in some cases, in particular when m “ 1: in this case Q˘ “ p˘,
so the ``-type solutions coincide (up to permuting the labels) with p` ` 1q´-type solutions
for 1 ď ` ă q, and the only 1´- or q`-type solution is the uniform distribution on rqs.

Proposition 5.3. For the Potts model with θ ” 1{peβ ´ 1q ą 0, m ” eB ě 1 (both finite),
every fixed point h P H ‹ is an `-type solution for some 1 ď ` ď q. Further

(a) If h˝ ” θ{pd´ 2q ě 1 then all solutions are 1´-type.
For ` ě 2, if mF ph˝q ě F r1{p`´ 1qs then there are no solutions of type ě `.

(b) If qh˝ ă 1, there are no 1´-type solutions; but for each ` ě 2 there exists m`pθq ą 1 such
that both ``- and `´-type solutions exist for all 1 ď m ď m`pθq.

Proof. It is clear from the preceding discussion that every h P H ‹ is an `-type solution for
some 1 ď ` ď q. Fixed points of (15) correspond to 1- or q-type solutions.

(a) If h˝ ě 1 then F “ F´ is injective on p0, 1s so necessarily ` “ 1 and solutions are 1´-type.
If h P H ‹ has ` ě 2 then, since minσ hσ ą 0 while maxσ hσ “ p`, necessarily p` ă 1{p`´ 1q.
Thus for F pQq “ F pp`q{m to have any solution we must have mF ph˝q ă F r1{p`´ 1qs.

(b) A 1´-type solution must have maxσ hσ ď h˝, so if qh˝ ă 1 then no such solution exists.
For ` ě 2 and s P t˘u, the function

g`spp;mq ” pFsq
´1
rF ppq{ms ` p`´ 1qpF`q

´1
rF ppqs ` pq ´ `qpF´q

´1
rF ppqs

is well-defined for p0pmq ď p ď 1 where p0pmq ” pF`q
´1rmF ph˝qs is less than 1 for small

enough m ě 1, due to the assumption qh˝ ă 1. Note

g`spp;mq ą `´ 1 ě 1 while lim
mÓ1

g`spp0pmq;mq “ qh˝ ă 1.

It follows by continuity that if ` ě 2 and qh˝ ă 1 then g`spp;mq “ 1 for some p0pmq ď p ď 1,
giving an `s-type solution as claimed. �

5.3. Local maximizers for the Potts Bethe rate function. We next study which of
the stationary points classified in Propn. 5.3 correspond to local maximizers for Φ.

Proposition 5.4. In the setting of Propn. 5.3,

(a) Solutions of type ` ą 2 are never local maximizers.
(b) For m ě 1, θ ą 0 both sufficiently small, there exist both 1`-type and 2´-type solutions

which are strict local maximizers, with strictly negative-definite Hessians.

Proof. (a) Let h P ∆ be the stationary point of Φ corresponding to h P H ‹ via (10): then

hpσ1 |σq ”
hpσ, σ1q

h̄σ
“
hσ1pθ ` 1tσ “ σ1uq

θ ` hσ
.

We will apply the correlation criterion (20) with ϕpσ, σ1q ” ϕσ ` ϕσ1 . If xϕyh “ 0, then

ErϕY |X “ σs “
ÿ

σ1

ϕσ1hpσ
1
|σq “

θ

θ ` hσ
xϕyh `

hσ
θ ` hσ

ϕσ “ γσϕσ, γσ ”
hσ

θ ` hσ
.

Thus ErϕpX, Y q |Xs “ p1` γXqϕX , and (20) becomes

2pEϕXq2 ě E
”

p1` γXqpϕXq
2 pd´ 1qγX ´ 1

d´ 2

ı

“ E
”

p1` γXqpϕXq
2hX ´ h

˝

θ ` hX

ı

“

ř

σ hσp1` γσqphσ ´ h
˝qpϕσq

2

θ ` }h}2
(23)
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(using h̄σ “ hσpθ ` hσq{pθ ` }h}
2q for the last identity). Now suppose without loss that

h2 ě . . . ě hq: if h is an `-type solution with ` ą 2, then ϕσ ” 1tσ “ 2u ´ 1tσ “ 3u clearly
violates (23), so h cannot be a local maximizer of Φ.

(b) Let m “ 1 and θ ą 0 sufficiently small so that a 1`-type (equivalently, up to permuting
the labels, 2´-type) solution h “ pQ`, p´, . . . , p´q exists, given by taking the log-likelihood
ratio r ” logpQ`{p´q to be the maximal fixed point of the mapping Ăbp of (15). For d ě 3
and 0 ă ε ď 1 we calculate that

Ăbprpd´ 1´ εqβs ě pd´ 1qpβ ´ log qq ą pd´ 1´ εqβ for εβ ą pd´ 1q log q,

so crudely we have r ě p3{2qβ for all β ě 2pd´ 1q log q. Let h P ∆ be the stationary point
corresponding to this fixed point: recalling (21), for δ P ∆˘ we calculate

xpδ̄{h̄q2yh̄
zh

“
δ̄p1q2

Q`peβQ` ` pq ´ 1qp´q
`

ř

σ‰1 δ̄pσq
2

p´pQ` ` peβ ` q ´ 2qp´q
ď
δ̄p1q2

eβQ2
`

`

ř

σ‰1 δ̄pσq
2

Q`p´
,

xpδ{hq2yh
zh

ě
δp1, 1q2

Q2
`e

β
`

2
ř

σ‰1 δp1, σq
2

Q`p´
`

ř

σ,σ1‰1 δpσ, σ
1q

2

eβp2
´

.

Since p´ ď e´p3{2qβQ` for sufficiently large β,

lim
βÑ8

eβp2
´

zh
xpδ̄{h̄q2y2h̄ “ 0, lim inf

βÑ8

eβp2
´

zh
xpδ{hq2yh ě

ÿ

σ,σ1‰1

δpσ, σ1q
2
,

so for any fixed ε ą 0 we have pBηq
2Φph` ηδq|η“0 ă 0 uniformly over all δ P ∆˘ satisfying

pq ´ 1q2
ř

σ,σ1‰1 δpσ, σ
1q

2
ě ε2 once β is sufficiently large (depending on ε). Suppose instead

pq ´ 1q2
ř

σ,σ1‰1 δpσ, σ
1q

2
ď ε2: by Cauchy–Schwarz

ř

σ,σ1‰1 |δpσ, σ
1q| ď ε, so

r

βÑ 8slim sup
Q`p´
zh

”

2pd´ 1qxpδ̄{h̄q2yh̄ ´ dxpδ{hq
2
yh

ı

ď 2pd´ 1q
ÿ

σ‰1

δ̄pσq2 ´ 2d
ÿ

σ‰1

δp1, σq2 ď 2pd´ 1q
ÿ

σ‰1

r|δp1, σq| ` εs2 ´ 2d
ÿ

σ‰1

δp1, σq2

ď ´2
ÿ

σ‰1

δp1, σq2 ` 2pd´ 1q
”

2ε
ÿ

σ‰1

|δp1, σq| ` pq ´ 1qε2
ı

.

On the other hand, δ P ∆˘ implies

2
ˇ

ˇ

ˇ

ÿ

σ‰1

δp1, σq
ˇ

ˇ

ˇ
“ |δp1, 1q ` ε| ě |δp1, 1q| ´ ε ě

”

1´ 2
ÿ

σ‰1

δp1, σq2 ´
ε2

pq ´ 1q2

ı1{2

´ ε

so by choosing ε ą 0 sufficiently small we can guarantee that for β large enough we will have
pBηq

2Φph`ηδq|η“0 ă 0 uniformly over all δ P ∆˘, implying that h is a strict local maximizer
of Φ with strictly negative-definite Hessian.

This concludes the proof for m “ 1, and the conclusion for m ą 1 sufficiently small follows
by a perturbative argument: arguing similarly as in the proof of Propn. 5.3b, for 1 ď m ă m0

the equations

g1`ppq ” pF`q
´1rF ppq{ms ` pq ´ 1qp “ 1,

g2´ppq ” pF´q
´1rF ppq{ms ` pF`q

´1rF ppqs ` pq ´ 2qp “ 1

have solutions p1`
´ pmq, p

2´
´ pmq, corresponding to 1`-type and 2´-type solutions respectively,

which are continuous in m with initial values p1`p1q “ p2´p1q “ p´ corresponding to the
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solution considered above at m “ 1. For sufficiently small m, it follows by continuity that
the Hessians at the stationary points h1`pmq,h2´pmq corresponding to p1`

´ pmq, p
2´
´ pmq will

be strictly negative-definite, implying strict local maximizers as claimed. �

Remark 5.5. Related to the study of local maxima is the question of the local stability
of the Bethe recursion. For the Potts specification (2), the linear (differential) mapping
Dh ” DBPphq defined on the space tδ :

ř

σ δσ “ 0u by

Dhδ ” lim
ηÑ0

BPph` ηδq ´ BPphq

η

can be explicitly diagonalized when h P H ‹ and shown to have all eigenvalues positive, with
maximal eigenvalue greater than 1 at `-type solutions with ` ą 2 and at 2`-type solutions.
At a 2´-type solution (assuming m ą 1, so it is not also a 1`-type solution) the maximal
eigenvalue is less than 1 if and only if

p2
`

p` ´ h˝
ą
d´ 2

d´ 1
`

Q2
´

h˝ ´Q´
` pq ´ 2q

p2
´

h˝ ´ p´
. (24)

However, if h is not the uniform measure on rqs thenDh is not symmetric and so does not have
orthonormal eigenbasis, so having all eigenvalues less than 1 need not imply contractivity of
Dh. It is not clear how to relate (24) to the local stability of the non-linear map BP.
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